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D What if $P$ doesn't have all the moves of $P^{\prime}$ ?
$\checkmark$ Direct comparison becomes useless.
$D$ Idea: simulate moves of $\mathrm{P}^{\prime}$ by multiple of P .

$D$ Main application: when $\mathrm{P}^{\prime}$ is the ideal chain, i.e.,
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not necessarily perfect

## Markov chain (proposed by [Broder])

Move from $M$ to $M^{\prime} b y$


$\mathrm{O} \mathrm{O} \mathrm{O} \xrightarrow{\mathrm{O}} \mathrm{O} \xrightarrow{\text { exchanging edge }} 0$

D Make it reversible via Metropolis.
D Details are unimportant. Just make sure $P(x, y) \geqslant 1 / \operatorname{poly}(n)$.
$\checkmark$ Technically exchange moves can be dropped. We keep them for cleaner exposition.

## Theorem [Jerrum-Sinclair]

There are canonical paths with poly( $n$ )-to-1 encoding schemes.

## Matchings

Unweighted graph, count/sample
matchings.
not necessarily perfect
Markov chain (proposed by [Broder])
Move from $M$ to $M^{\prime} b y$


## Matchings

Unweighted graph, count/sample
matchings.

not necessarily perfect

## Markov chain (proposed by [Broder])

Move from $M$ to $M^{\prime} b y$




To move from s to $t$, we look at $s \oplus t$ :


To move from s to $t$, we look at $s \oplus t$ :

$\checkmark$ This is a collection of alternating paths and cycles.

To move from $s$ to $t$, we look at $s \oplus t$ :

$\checkmark$ This is a collection of alternating paths and cycles.
$\checkmark$ We move from s to $t$ one path/cycle at a time and unravel each path/cycle vertex-by-vertex.

To move from s to $t$, we look at $s \oplus t$ :

$\triangleright$ This is a collection of alternating paths and cycles.

- We move from s to tone path/cycle at a time and unravel each path/cycle vertex-by-vertex.
$\checkmark$ To make it deterministic, we fix an arbitrary order on all paths/cycles. For each cycle, we also fix an arbitrary start location.

To move from s to $t$, we look at $s \oplus t$ :

$\checkmark$ This is a collection of alternating paths and cycles.
© We move from s to t one path/cycle at a time and unravel each path/cycle vertex-by-vertex.
$\checkmark$ To make it deterministic, we fix an arbitrary order on all paths/cycles. For each cycle, we also fix an arbitrary start location.

D Example: let's unravel path, then cycle, and start cycle from top-left:
(1) $00000 c c c c$

To move from s to $t$, we look at $s \oplus t$ :


D This is a collection of alternating paths and cycles.

- We move from s to tone path/cycle at a time and unravel each path/cycle vertex-by-vertex.
$\checkmark$ To make it deterministic, we fix an arbitrary order on all paths/cycles. For each cycle, we also fix an arbitrary start location. alo

D Example: let's unravel path, then cycle, and start cycle from top-left:

(2) $\begin{array}{lllll}0 & 0 & 0 & 0 & 0 \\ 0 & 0 & 0 & 0 & 0\end{array}$

To move from s to $t$, we look at $s \oplus t$ :

$D$ This is a collection of alternating paths and cycles.
© We move from s to $t$ one path/cycle at a time and unravel each path/cycle vertex-by-vertex.
$\checkmark$ To make it deterministic, we fix an arbitrary order on all paths/cycles. For each cycle, we also fix an arbitrary start location.

D Example: let's unravel path, then cycle, and start cycle from top-left:

(3) $\begin{array}{lllll}0 & 0 & 0 & 0 & 0 \\ 0 & 0 & 0 & 0 & 0\end{array}$

To move from s to $t$, we look at $s \oplus t$ :

$D$ This is a collection of alternating paths and cycles.
© We move from s to $t$ one path/cycle at a time and unravel each path/cycle vertex-by-vertex.
$\checkmark$ To make it deterministic, we fix an arbitrary order on all paths/cycles. For each cycle, we also fix an arbitrary start location.

D Example: let's unravel path, then cycle, and start cycle from top-left:

(3) $\begin{array}{lllll}0 & 0 & 0 & 0 & 0 \\ 0 & -0 & 0 & 0 & 0\end{array}$

(4) $\begin{array}{cccc}0 & 0 & -0 & 0 \\ 0 & 0 & 0 & 0\end{array}$

To move from s to $t$, we look at $s \oplus t$ :

$D$ This is a collection of alternating paths and cycles.
© We move from s to $t$ one path/cycle at a time and unravel each path/cycle vertex-by-vertex.
$\checkmark$ To make it deterministic, we fix an arbitrary order on all paths/cycles. For each cycle, we also fix an arbitrary start location.

D Example: let's unravel path, then cycle, and start cycle from top-left:
(4) $\begin{array}{ccccc}0 & 0 & 0 & 0 & 0 \\ 0 & -0 & 0 & 0 & 0\end{array}$

(3) $\begin{array}{lllll}0 & 0 & 0 & 0 & 0 \\ 0 & -0 & 0 & 0 & 0\end{array}$
(5) $\begin{array}{ccccc}0 & 0 & 0 & 0 & 0 \\ 0 & -0 & 0 & 0 & 0\end{array}$


To move from s to $t$, we look at $s \oplus t$ :

$D$ This is a collection of alternating paths and cycles.
© We move from s to tone path/cycle at a time and unravel each path/cycle vertex-by-vertex.
$\checkmark$ To make it deterministic, we fix an arbitrary order on all paths/cycles. For each cycle, we also fix an arbitrary start location.

D Example: let's unravel path, then cycle, and start cycle from top-left:

(3) $\begin{array}{lllll}0 & 0 & 0 & 0 & 0 \\ 0 & -0 & 0 & 0 & 0\end{array}$
(5) $\begin{array}{lllll}0 & 0 & -0 & 0 & 0 \\ 0 & -0 & 0 & 0 & 0\end{array}$



To move from s to $t$, we look at $s \oplus t$ :

$D$ This is a collection of alternating paths and cycles.
© We move from s to t one path/cycle at a time and unravel each path/cycle vertex-by-vertex.
$D$ To make it deterministic, we fix an arbitrary order on all paths/cycles. For each cycle, we also fix an arbitrary start location.

D Example: let's unravel path, then cycle, and start cycle from top-left:

(3) $\begin{array}{lllll}0 & 0 & 0 & 0 & 0 \\ 0 & -0 & 0 & 0 & 0\end{array}$

(5) $\begin{array}{lllll}0 & 0 & -0 & 0 & 0 \\ 0 & -0 & 0 & 0 & 0\end{array}$
(6)


$D$ For $x \rightarrow y$ transition, we can define encoding:

$$
\operatorname{enc}(s, t)=(s \oplus t \oplus x-\underbrace{\text { couple of edges }}_{\text {around current vertex }}, \underbrace{\text { couple of edges }}_{j u n k / \text { side info }})
$$

$D$ For $x \rightarrow y$ transition, we can define encoding:

$$
\text { enc }(s, t)=(s \oplus t \oplus x-\underbrace{\text { couple of edges }}_{\text {around current vertex }}, \underbrace{\text { couple of edges }}_{\text {junk/side info }})
$$

D Example:

$s \oplus t \oplus x:$

$D$ For $x \rightarrow y$ transition, we can define encoding:

$$
\operatorname{enc}(s, t)=(s \oplus t \oplus x-\underbrace{\text { couple of edges }}_{\text {around current vertex }}, \underbrace{\text { couple of edges }}_{\text {junk/side info }})
$$

$\triangleright$ Example:
couple of edges

$$
\left.x: \begin{array}{ccccccccc}
0 & 0 & 0 & 0 & 0 \\
0 & -0 & 0 & 0 & 0
\end{array}\right] \quad y: \begin{array}{llll}
0 & 0 & 0 & 0 \\
0 & 0 & 0 & 0
\end{array} 0
$$

$$
s \oplus t \oplus x:
$$


$\bigcirc$ Injective because we can recover $s \oplus t \oplus x$ from enc $(s, t)$ and thus $s \oplus t$. So we can start unraveling $x$ backward to get $s$ and forward to get $t$.
$D$ For $x \rightarrow y$ transition, we can define encoding:

$$
\text { enc }(s, t)=(s \oplus t \oplus x-\underbrace{\text { couple of edges }}_{\text {around current vertex }}, \underbrace{\text { couple of edges }}_{\text {junk/side info }})
$$

$\triangleright$ Example:
couple of edges

$$
\left.x: \begin{array}{ccccccccc}
0 & 0 & 0 & 0 & 0 \\
0 & -0 & 0 & 0 & 0
\end{array}\right] \quad y: \begin{array}{llll}
0 & 0 & 0 & 0 \\
0 & 0 & 0 & 0
\end{array} 0
$$

$\bigcirc$ Injective because we can recover $s \oplus t \oplus x$ from enc $(s, t)$ and thus $s \oplus t$. So we can start unraveling $x$ backward to get $s$ and forward to get $t$.
$\bigcirc$ Thus the chain mixes in poly $(\mathrm{n})$ time. ©

