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- We have
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\mathrm{t}_{\text {rel }}=\Theta\left(\lim _{\epsilon \rightarrow 0} \frac{\mathrm{t}_{\text {mix }}(\epsilon)}{\log (1 / \epsilon)}\right)
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$D$ We have $\langle v, \mathbb{1}\rangle=0$, so write

$$
v=\alpha\left(v_{1}-v_{2}\right)+i \beta\left(v_{3}-v_{4}\right)
$$

for dists $v_{1}, v_{2}, v_{3}, v_{4}$.
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## Corollary

Under Dobrushin, we have $\mathrm{t}_{\text {rel }}=\mathrm{O}(\mathrm{n})$; in other words

$$
\lambda_{2} \leqslant 1-\Omega(1 / n) .
$$

D Another proof that hypercube has

$$
\lambda_{2} \leqslant 1-\Omega(1 / n)
$$

$D$ First proof that Glauber for coloring with $>2 \Delta$ colors has

$$
\lambda_{2} \leqslant 1-\Omega(1 / n)
$$

$\bigcirc$ Note: going back from $\lambda_{2}$ to $t_{\text {mix }}$ gives us non-tight bound of $\mathrm{O}\left(\mathrm{n}^{2}\right)$. :
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D So far, we have been running Markov chains in discrete time:

$$
\begin{aligned}
& X_{0} \mapsto X_{1} \mapsto \cdots \mapsto \\
& \mapsto X_{t} \mapsto \ldots \\
& \text { t is integer }
\end{aligned}
$$

- We can run a chain in continuous time via Poisson clock:
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$D X_{t}$ : position at time $t \in \mathbb{R}_{\geqslant 0}$
$\checkmark$ To algorithmically simulate $X_{\mathrm{t}}$ : draw $n \sim \operatorname{Poisson}(\mathrm{t})$ and take n discrete steps
$D$ How is $X_{t}$ distributed given $X_{0}$ ?
$\bigcirc$ Approximate the process as

where in each interval we take transition of $P$ w.p. $\epsilon$.
- Result at time t :

$$
\underbrace{((1-\epsilon) I+\epsilon P)^{t / \epsilon}}_{\text {transition matrix }} \rightarrow \exp (t(P-I))
$$

- Ultimate lazification! :


## Functional analysis in continuous time

$\bigcirc$ What happens to functional analysis in continuous time?

## Functional analysis in continuous time

- What happens to functional analysis in continuous time?
$\checkmark$ In discrete time we want

$$
\mathcal{D}_{\phi}(\nu P \| \mu) \leqslant(1-\rho) \mathcal{D}_{\phi}(v \| \mu)
$$

## Functional analysis in continuous time

- What happens to functional analysis in continuous time?
$\bigcirc$ In discrete time we want

$$
\mathcal{D}_{\phi}(v \mathrm{P} \| \mu) \leqslant(1-\rho) \mathcal{D}_{\phi}(v \| \mu)
$$

$\bigcirc$ Analogue in continuous time:

$$
\begin{aligned}
& \quad \frac{\mathrm{d}}{\mathrm{dt}} \mathcal{D}_{\phi}\left(v_{\mathrm{t}} \| \mu\right) \leqslant-\rho \mathcal{D}_{\phi}\left(v_{\mathrm{t}} \| \mu\right) \\
& \text { where } v_{\mathrm{t}}=v_{0} \exp (\mathrm{t}(\mathrm{P}-\mathrm{I})) .
\end{aligned}
$$

## Functional analysis in continuous time

- What happens to functional analysis in continuous time?
$\bigcirc$ In discrete time we want

$$
\mathcal{D}_{\phi}(v \mathrm{P} \| \mu) \leqslant(1-\rho) \mathcal{D}_{\phi}(v \| \mu)
$$

$\bigcirc$ Analogue in continuous time:

$$
\frac{\mathrm{d}}{\mathrm{dt}} \mathcal{D}_{\phi}\left(v_{\mathrm{t}} \| \mu\right) \leqslant-\rho \mathcal{D}_{\phi}\left(v_{\mathrm{t}} \| \mu\right)
$$

$$
\text { where } v_{t}=v_{0} \exp (t(P-I))
$$

© Corollary: we get

$$
\mathcal{D}_{\phi}\left(v_{\mathrm{t}} \| \mu\right) \leqslant e^{-\mathrm{t} \rho} \cdot \mathcal{D}_{\phi}\left(v_{0} \| \mu\right)
$$

## Functional analysis in continuous time

- What happens to functional analysis in continuous time?
$\bigcirc$ In discrete time we want

$$
\mathcal{D}_{\phi}(v P \| \mu) \leqslant(1-\rho) \mathcal{D}_{\phi}(v \| \mu)
$$

$\bigcirc$ Analogue in continuous time:

$$
\frac{\mathrm{d}}{\mathrm{dt}} \mathcal{D}_{\phi}\left(v_{\mathrm{t}} \| \mu\right) \leqslant-\rho \mathcal{D}_{\phi}\left(v_{\mathrm{t}} \| \mu\right)
$$

where $v_{t}=v_{0} \exp (t(P-I))$.
$\bigcirc$ Corollary: we get

$$
\mathcal{D}_{\phi}\left(v_{\mathrm{t}} \| \mu\right) \leqslant e^{-\mathrm{t} \rho} \cdot \mathcal{D}_{\phi}\left(v_{0} \| \mu\right)
$$

$\bigcirc$ By comparing to $d_{T V}$ we get
continuous mixing time bounds.

## Functional analysis in continuous time

$D$ What happens to functional analysis in continuous time?
$\checkmark$ In discrete time we want

$$
\mathcal{D}_{\phi}(v P \| \mu) \leqslant(1-\rho) \mathcal{D}_{\phi}(v \| \mu)
$$

$\bigcirc$ Analogue in continuous time:

$$
\frac{\mathrm{d}}{\mathrm{dt}} \mathcal{D}_{\phi}\left(v_{\mathrm{t}} \| \mu\right) \leqslant-\rho \mathcal{D}_{\phi}\left(v_{\mathrm{t}} \| \mu\right)
$$

where $v_{t}=v_{0} \exp (t(P-I))$.
$D$ Corollary: we get

$$
\mathcal{D}_{\phi}\left(v_{\mathrm{t}} \| \mu\right) \leqslant e^{-\mathrm{t} \rho} \cdot \mathcal{D}_{\phi}\left(v_{0} \| \mu\right)
$$

$\bigcirc$ By comparing to $d_{T V}$ we get continuous mixing time bounds.

## Fact: discrete is stronger

Discrete-time contraction implies continuous-time contraction.

## Functional analysis in continuous time

D What happens to functional analysis in continuous time?
$\bigcirc$ In discrete time we want

$$
\mathcal{D}_{\phi}(v P \| \mu) \leqslant(1-\rho) \mathcal{D}_{\phi}(v \| \mu)
$$

$\bigcirc$ Analogue in continuous time:

$$
\frac{\mathrm{d}}{\mathrm{dt}} \mathcal{D}_{\phi}\left(v_{\mathrm{t}} \| \mu\right) \leqslant-\rho \mathcal{D}_{\phi}\left(v_{\mathrm{t}} \| \mu\right)
$$

where $v_{t}=v_{0} \exp (t(P-I))$.
$D$ Corollary: we get

$$
\mathcal{D}_{\phi}\left(v_{\mathrm{t}} \| \mu\right) \leqslant e^{-\mathrm{t} \rho} \cdot \mathcal{D}_{\phi}\left(v_{0} \| \mu\right)
$$

$\bigcirc$ By comparing to $d_{T V}$ we get continuous mixing time bounds.

## Fact: discrete is stronger

Discrete-time contraction implies continuous-time contraction.

Proof:

## Functional analysis in continuous time

D What happens to functional analysis in continuous time?
$\checkmark$ In discrete time we want

$$
\mathcal{D}_{\phi}(\nu P \| \mu) \leqslant(1-\rho) \mathcal{D}_{\phi}(\nu \| \mu)
$$

$D$ Analogue in continuous time:

$$
\frac{\mathrm{d}}{\mathrm{dt}} \mathcal{D}_{\phi}\left(v_{\mathrm{t}} \| \mu\right) \leqslant-\rho \mathcal{D}_{\phi}\left(v_{\mathrm{t}} \| \mu\right)
$$

where $v_{t}=v_{0} \exp (t(P-I))$.
$D$ Corollary: we get

$$
\mathcal{D}_{\phi}\left(v_{\mathrm{t}} \| \mu\right) \leqslant e^{-\mathrm{t} \rho} \cdot \mathcal{D}_{\phi}\left(v_{0} \| \mu\right)
$$

$\bigcirc$ By comparing to $d_{T V}$ we get continuous mixing time bounds.

## Fact: discrete is stronger

Discrete-time contraction implies continuous-time contraction.

## Proof:

$D$ Will show $(1-\epsilon) I+\epsilon P$ contracts $\mathcal{D}_{\phi}$ by $1-\epsilon \rho$. Taking $\epsilon \rightarrow 0$ gives what we want.

## Functional analysis in continuous time

D What happens to functional analysis in continuous time?
$\checkmark$ In discrete time we want

$$
\mathcal{D}_{\phi}(\nu P \| \mu) \leqslant(1-\rho) \mathcal{D}_{\phi}(\nu \| \mu)
$$

$D$ Analogue in continuous time:

$$
\frac{\mathrm{d}}{\mathrm{dt}} \mathcal{D}_{\phi}\left(v_{\mathrm{t}} \| \mu\right) \leqslant-\rho \mathcal{D}_{\phi}\left(v_{\mathrm{t}} \| \mu\right)
$$

where $v_{t}=v_{0} \exp (t(P-I))$.
$D$ Corollary: we get

$$
\mathcal{D}_{\phi}\left(v_{\mathrm{t}} \| \mu\right) \leqslant e^{-\mathrm{t} \rho} \cdot \mathcal{D}_{\phi}\left(v_{0} \| \mu\right)
$$

$\bigcirc$ By comparing to $d_{T V}$ we get continuous mixing time bounds.
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## Proof:

$D$ Will show $(1-\epsilon) I+\epsilon P$ contracts $\mathcal{D}_{\phi}$ by $1-\epsilon \rho$. Taking $\epsilon \rightarrow 0$ gives what we want.
$\bigcirc$ Because $\phi$ is convex:

$$
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$\checkmark$ But, for time-reversible and lazy chains in $\chi^{2}$ : say eigs $\geqslant 0$ or $\lambda_{n} \geqslant-\lambda_{2}$ discrete time $\leftrightarrow$ continuous time
- $x^{2}$ contraction in continuous time is dictated by eigs of

$$
\left(\mathrm{P}+\mathrm{P}^{\circ}\right) / 2
$$

- For lazy reversible P, we have gap of $\mathrm{PP}^{\circ}$ is approximately gap of $\left(\mathrm{P}+\mathrm{P}^{\circ}\right) / 2$. .
$\bigcirc$ Corollary: prove continuous-time contraction if easier, and don't worry about it.
$\checkmark$ Easier because of Dirichlet form!
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\end{gathered}
$$

Dirichlet form
$D$ Assume P is time-reversible.

## Dirichlet form

D Assume P is time-reversible.
$D$ Let's expand $\frac{\mathrm{d}}{\mathrm{dt}} \mathcal{D}_{\phi}\left(v_{\mathrm{t}} \| \mu\right)$. We have $\frac{\mathrm{d}}{\mathrm{dt}} \mathbb{E}_{\mu}\left[\phi\left(\nu_{\mathrm{t}} / \mu\right)\right]=$

$$
\mathbb{E}_{\mu}\left[\phi^{\prime}\left(\frac{v_{t}}{\mu}\right) \frac{\mathrm{d}}{\mathrm{dt}} \frac{v_{\mathrm{t}}}{\mu}\right]
$$

## Dirichlet form

$D$ Assume P is time-reversible.
$D$ Let's expand $\frac{\mathrm{d}}{\mathrm{dt}} \mathcal{D}_{\phi}\left(v_{\mathrm{t}} \| \mu\right)$. We have $\frac{\mathrm{d}}{\mathrm{dt}} \mathbb{E}_{\mu}\left[\phi\left(\nu_{\mathrm{t}} / \mu\right)\right]=$

$$
\mathbb{E}_{\mu}\left[\phi^{\prime}\left(\frac{v_{\mathrm{t}}}{\mu}\right) \frac{\mathrm{d}}{\mathrm{dt}} \frac{v_{\mathrm{t}}}{\mu}\right]
$$

$D$ But $\frac{d}{d t} v_{t}=v_{t}(P-I)$, and we can write above as

$$
-\frac{1}{2} \sum_{x, y} Q(x, y)\left(\phi^{\prime}\left(\frac{v_{t}(x)}{\mu(x)}\right)-\phi^{\prime}\left(\frac{v_{t}(y)}{\mu(y)}\right)\right)\left(\frac{\nu_{t}(x)}{\mu(x)}-\frac{v_{t}(y)}{\mu(y)}\right)
$$

## Dirichlet form

$D$ Assume P is time-reversible.
$D$ Let's expand $\frac{\mathrm{d}}{\mathrm{dt}} \mathcal{D}_{\phi}\left(v_{\mathrm{t}} \| \mu\right)$. We have $\frac{\mathrm{d}}{\mathrm{dt}} \mathbb{E}_{\mu}\left[\phi\left(v_{\mathrm{t}} / \mu\right)\right]=$

$$
\mathbb{E}_{\mu}\left[\phi^{\prime}\left(\frac{v_{t}}{\mu}\right) \frac{\mathrm{d}}{\mathrm{dt}} \frac{v_{t}}{\mu}\right]
$$

$\bigcirc$ But $\frac{\mathrm{d}}{\mathrm{dt}} v_{\mathrm{t}}=v_{\mathrm{t}}(\mathrm{P}-\mathrm{I})$, and we can write above as

$$
-\frac{1}{2} \sum_{x, y} Q(x, y)\left(\phi^{\prime}\left(\frac{v_{t}(x)}{\mu(x)}\right)-\phi^{\prime}\left(\frac{v_{t}(y)}{\mu(y)}\right)\right)\left(\frac{\nu_{t}(x)}{\mu(x)}-\frac{v_{t}(y)}{\mu(y)}\right)
$$

## Dirichlet form

Define $\mathcal{E}(f, g)$ for functions $f, g: \Omega \rightarrow \mathbb{R}$ as

$$
\frac{1}{2} \mathbb{E}_{(x, y) \sim Q}[(f(x)-f(y))(g(x)-g(y))]
$$

## Dirichlet form

$D$ Assume P is time-reversible.
$D$ Let's expand $\frac{\mathrm{d}}{\mathrm{dt}} \mathcal{D}_{\phi}\left(v_{\mathrm{t}} \| \mu\right)$. We have $\frac{\mathrm{d}}{\mathrm{dt}} \mathbb{E}_{\mu}\left[\phi\left(v_{\mathrm{t}} / \mu\right)\right]=$

$$
\mathbb{E}_{\mu}\left[\phi^{\prime}\left(\frac{v_{\mathrm{t}}}{\mu}\right) \frac{\mathrm{d}}{\mathrm{dt}} \frac{v_{\mathrm{t}}}{\mu}\right]
$$

$\bigcirc$ But $\frac{\mathrm{d}}{\mathrm{dt}} v_{\mathrm{t}}=v_{\mathrm{t}}(\mathrm{P}-\mathrm{I})$, and we can write above as

$$
-\frac{1}{2} \sum_{x, y} Q(x, y)\left(\phi^{\prime}\left(\frac{v_{t}(x)}{\mu(x)}\right)-\phi^{\prime}\left(\frac{v_{t}(y)}{\mu(y)}\right)\right)\left(\frac{v_{t}(x)}{\mu(x)}-\frac{v_{t}(y)}{\mu(y)}\right)
$$

## Dirichlet form

Define $\mathcal{E}(f, g)$ for functions $f, g: \Omega \rightarrow \mathbb{R}$ as

$$
\frac{1}{2} \mathbb{E}_{(x, y) \sim Q}[(f(x)-f(y))(g(x)-g(y))]
$$

Poincaré: $2 \mathcal{E}(f, f) \geqslant \rho \operatorname{Var}[f]$

## Just need to lower bound $\mathcal{E}$

