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## Example: total variation

If $\phi(x)=\frac{1}{2}|x-1|$, then

$$
\mathcal{D}_{\phi}(v \| \mu)=\mathrm{d}_{\mathrm{TV}}(\nu, \mu)
$$

$\checkmark$ Note: in general $\mathcal{D}_{\phi}$ is asymmetric and doesn't satisfy triangle ineq.
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$$
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## Variance
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$D$ Contraction related to eigs of $P$.

## Entropy
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$D$ So we have $\mathbb{E}_{\mu}[\phi \circ f]-\mathbb{E}_{\mu \mathrm{N}}[\phi \circ \mathrm{g}]=$
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Proof:
$\checkmark \mathrm{N}^{\circ}$ : time-reversal of N w.r.t. $\mu$.
$D$ Let $f=v / \mu$ and $g=(\nu N) /(\mu N)$.

- We have
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g(y)=\frac{\sum_{x} f(x) \mu(x) N(x, y)}{\sum_{x} \mu(x) N(x, y)}
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- This means $g=N^{\circ} f^{K}$
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## Spectral analysis

Contraction of $\chi^{2}$ is determined by $D$ So we have eigenvalues:

## Lemma

Suppose N is Markov kernel and $\mathrm{N}^{\circ}$ is time-reversal w.r.t. $\mu$. Then

$$
\max \left\{\frac{\chi^{2}(v N \| \mu N)}{\chi^{2}(v \| \mu)}\right\}=\lambda_{2}\left(N N^{\circ}\right)
$$

$D$ When P is time-reversible w.r.t. $\mu$ :

$$
\operatorname{diag}(\mu) P=\underset{\uparrow}{Q}
$$

symmetric matrix

$\bigcirc$ This means eigs are real!
so $\lambda_{2}$ has meaning
D We will show later that eigs are $\in[-1,1]$ for time-reversible $P$.
$D$ For $\mathrm{P}=\mathrm{NN}^{\circ}$, they are $\geqslant 0$ !

- When N is time-reversible chain:

$$
\lambda_{2}\left(N N^{\circ}\right)=\max \left\{\lambda_{2}(N),\left|\lambda_{\min }(N)\right|\right\}^{2}
$$
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## Eigenvalues

[Perron-Frobenius] for Markov chains:
$\bigcirc 1$ is special eig:
$\mu \mathrm{P}=\mu, \mathrm{P} \mathbb{1}=\mathbb{1}$
$D$ Other eigs have $|\cdot| \leqslant 1$.
strict if ergodic


Proof: $(\mathrm{P} v)_{i}$ is an average of $v_{j} \mathrm{~s}$, so

$$
\left|(\mathrm{P} v)_{i}\right| \leqslant \max \left\{\left|v_{j}\right|\right\} .
$$

So if $\mathrm{P} v=\lambda v$, we must have $|\lambda| \leqslant 1$.
$D$ If $P$ is time-reversible the picture is


- Use convention

$$
1=\lambda_{1} \geqslant \lambda_{2} \geqslant \cdots \geqslant \lambda_{n} \geqslant-1
$$

$\checkmark$ Spectral gap: usually $1-\lambda_{2}$, in some places $1-\max \left\{\lambda_{2},\left|\lambda_{n}\right|\right\}$.

- If $\mathrm{P}=\mathrm{NN}^{\circ}$, we will show all $\lambda \geqslant 0$.
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\mathbb{E}_{\mu}\left[\left(f-\mathbb{E}_{\mu}[f]\right)^{2}\right]
\end{gathered}
$$

$D$ Can assume $\mathbb{E}_{\mu}[\mathrm{f}]=0$, which means $\mathbb{E}_{\mu^{\circ}}[g]=0$.

- Then $\operatorname{Var}_{\mu}[\mathrm{f}]=\mathrm{f}^{\mathrm{T}} \operatorname{diag}(\mu) \mathrm{f}$, and $\operatorname{Var}_{\mu \circ}[g]=g^{\top} \operatorname{diag}\left(\mu^{\circ}\right) g$.
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$$
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$D$ As a corollary, for chain P with stationary $\mu$ :

$$
\chi^{2}(v \mathrm{P} \| \mu) \leqslant \lambda_{2}\left(\mathrm{PP}^{\circ}\right) \chi^{2}(v \| \mu) .
$$

$\triangleright$ To get mixing we need one more ingredient:
Lemma: $\chi^{2}$ proxy for $d_{T V}$

$$
d_{\operatorname{TV}}(v, \mu) \leqslant O\left(\sqrt{\chi^{2}(v \| \mu)}\right)
$$

Proof: we have $\mathrm{d}_{\mathrm{TV}}(\nu, \mu)=$

$$
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Corollary: mixing

$$
\mathrm{t}_{\text {mix }}(\epsilon)=\mathrm{O}\left(\frac{1}{1-\lambda_{2}\left(\mathrm{PP}^{\circ}\right)} \log \left(\frac{\chi^{2}\left(v_{0} \| \mu\right)}{\epsilon}\right)\right)
$$
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$$
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## Distribution $\pi$ :

$D+1$ w.p. $1 / 2$
D -1 w.p. $1 / 2$
$D$ Fact: $\mu=$ uniform is always stationary
$D$ Fact: P time-reversible iff $\pi$ is symmetric, i.e.,

$$
\pi(x)=\pi(-x)
$$

D Fact: P irreducible iff $\operatorname{supp}(\pi)$ generates G.
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A function $\chi: G \rightarrow \mathbb{C}-\{0\}$ where

$$
x(x+y)=x(x) x(y)
$$

Proof: we have $(\mathrm{P} \chi)(\mathrm{x})=$

$$
\chi(x)=\exp (2 \pi i \cdot k x / n)
$$

for $k=0, \ldots, n-1$.

$\begin{aligned} \sum_{y} \pi(y-x) x(y)=x(x) \sum_{y} x(y-x) \pi(y-x), & \triangleright \text { There are exactly } n \text { of them! }:) \\ & \triangleright \text { Characters of } G_{1} \times G_{2}:\end{aligned}$
so $P \chi=\lambda \chi$, where
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x(x, y)=x_{1}(x) x_{2}(y)
$$

$$
\lambda=\mathbb{E}_{z \sim \pi}[\chi(z)] .
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## Example: cycle

Distribution $\pi$ :
$D+1$ w.p. $1 / 2$
D -1 w.p. $1 / 2$

$D$ There are $2^{n}$ characters.
O $\binom{n}{k}$ of them have eigenval

$$
\mathrm{k} / \mathrm{n}
$$

- Spectral gap:

$$
1-(n-1) / n=1 / n
$$

$D t_{\text {mix }} \leqslant O\left(n^{2}\right)$

D There are n characters.
D Each has eigenval

$$
\cos (2 \pi k / n)
$$

- Spectral gap:

$$
1-\cos (2 \pi / n) \simeq \Theta\left(1 / n^{2}\right)
$$

$D t_{\text {mix }} \leqslant O\left(n^{2} \log n\right)$ ?

