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$D \mu$ is uniform on subset $S$ of $\mathbb{R}^{d}$
$\checkmark \mathrm{N}: x \mapsto$ u.r. line $\ell$ through $x$
$\bigcirc$ P: then choose u.a.r. from $\ell \cap S$
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Question: do these guarantee irreducible/aperiodic?
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$$
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- Transport/Wasserstein/earthmover distance $\longleftarrow$ today
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functional analysis, later

$$
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## Wasserstein distance

We define the Wasserstein distance w.r.t. d as $\mathcal{W}(\mu, v)=$

$$
\min \left\{\mathbb{E}_{(X, Y) \sim \pi}[d(X, Y)] \mid \pi \text { coupling }\right\}
$$

## Transport distance

$\checkmark$ Prevalent strategy for analyzing mixing time: contraction
$D d_{\text {TV }}$ is too crude; doesn't contract every step


$$
\mathrm{d}_{\mathrm{TV}}\left(v \mathrm{P}, \mathrm{v}^{\prime} \mathrm{P}\right)=\mathrm{d}_{\mathrm{TV}}\left(v, v^{\prime}\right)
$$

$\bigcirc$ Fix: use a proxy for $d_{T V}$

- Transport/Wasserstein/earthmover distance $\longleftarrow$ today
D f-divergences, variance, entropy
$\uparrow$
functional analysis, later
$\bigcirc$ Suppose $\Omega$ is equipped with metric $\mathrm{d}: \Omega \times \Omega \rightarrow \mathbb{R}_{\geqslant 0}$.


## Wasserstein distance

We define the Wasserstein distance w.r.t. d as $\mathcal{W}(\mu, v)=$

$$
\min \left\{\mathbb{E}_{(X, Y) \sim \pi}[d(X, Y)] \mid \pi \text { coupling }\right\}
$$

## Example: total variation

If we use $d(x, y)=\mathbb{1}[x \neq y]: \mathcal{W}=d_{T V}$

## Transport distance

© Prevalent strategy for analyzing mixing time: contraction
$D d_{\text {TV }}$ is too crude; doesn't contract every step


$$
\mathrm{d}_{\mathrm{TV}}\left(v \mathrm{P}, v^{\prime} \mathrm{P}\right)=\mathrm{d}_{\mathrm{TV}}\left(v, v^{\prime}\right)
$$

$\bigcirc$ Fix: use a proxy for $d_{T V}$

- Transport/Wasserstein/earthmover distance « today
D f-divergences, variance, entropy
$\uparrow$
functional analysis, later
$\checkmark$ Suppose $\Omega$ is equipped with metric $\mathrm{d}: \Omega \times \Omega \rightarrow \mathbb{R}_{\geqslant 0}$.


## Wasserstein distance

We define the Wasserstein distance w.r.t. d as $\mathcal{W}(\mu, v)=$

$$
\min \left\{\mathbb{E}_{(X, Y) \sim \pi}[d(X, Y)] \mid \pi \text { coupling }\right\}
$$

## Example: total variation

If we use $d(x, y)=\mathbb{1}[x \neq y]: \mathcal{W}=d_{T V}$

## Example: Hamming

$$
\Omega=[q]^{n} \quad d(x, y)=\left|\left\{i \mid x_{i} \neq y_{i}\right\}\right|
$$

## Transport distance

© Prevalent strategy for analyzing mixing time: contraction
$D d_{\text {TV }}$ is too crude; doesn't contract every step


$$
d_{T V}\left(v P, v^{\prime} P\right)=d_{T V}\left(v, v^{\prime}\right)
$$

$\bigcirc$ Fix: use a proxy for $d_{T V}$

- Transport/Wasserstein/earthmover distance $\longleftarrow$ today
D f-divergences, variance, entropy
$\uparrow$
functional analysis, later
$\bigcirc$ Suppose $\Omega$ is equipped with metric $\mathrm{d}: \Omega \times \Omega \rightarrow \mathbb{R}_{\geqslant 0}$.


## Wasserstein distance

We define the Wasserstein distance w.r.t. d as $\mathcal{W}(\mu, v)=$

$$
\min \left\{\mathbb{E}_{(X, Y) \sim \pi}[d(X, Y)] \mid \pi \text { coupling }\right\}
$$

## Example: total variation

If we use $d(x, y)=\mathbb{1}[x \neq y]: \mathcal{W}=d_{T V}$

## Example: Hamming

$$
\Omega=[q]^{n} \quad d(x, y)=\left|\left\{i \mid x_{i} \neq y_{i}\right\}\right|
$$

$$
\begin{aligned}
\mu & =\text { unif on }\{(\bullet, \bullet, \bullet),(\bullet, \bullet, \bullet)\} \\
\nu & =\text { unif on }\{(\bullet, \bullet, \bullet),(\bullet, \bullet, \bullet),(\bullet, \bullet, \bullet)\}
\end{aligned}
$$

## Transport distance

© Prevalent strategy for analyzing mixing time: contraction
$D d_{\text {TV }}$ is too crude; doesn't contract every step


$$
d_{T V}\left(v P, v^{\prime} P\right)=d_{T V}\left(v, v^{\prime}\right)
$$

- Fix: use a proxy for $\mathrm{d}_{\mathrm{TV}}$
- Transport/Wasserstein/earthmover distance $\longleftarrow$ today
D f-divergences, variance, entropy
functional analysis, later
$D$ Suppose $\Omega$ is equipped with metric $\mathrm{d}: \Omega \times \Omega \rightarrow \mathbb{R}_{\geqslant 0}$.


## Wasserstein distance

We define the Wasserstein distance w.r.t. d as $\mathcal{W}(\mu, v)=$

$$
\min \left\{\mathbb{E}_{(X, Y) \sim \pi}[d(X, Y)] \mid \pi \text { coupling }\right\}
$$

## Example: total variation

If we use $d(x, y)=\mathbb{1}[x \neq y]: \mathcal{W}=d_{T V}$
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$$
k-\frac{k(q-2 \Delta)}{q n}+\frac{2 k \Delta}{q n}=k \cdot\left(1-\frac{q-4 \Delta}{q n}\right)
$$

Coupling:
D Pick same $\boldsymbol{v}$ and same c
$D$ If $d\left(X_{0}, X_{0}^{\prime}\right)=k$, then $d\left(X_{1}, X_{1}^{\prime}\right)$ is:
$\bigcirc$ k-1 (lucky)
$\bigcirc \mathrm{k}+1$ (unlucky)
© $k$ (neutral)
$D \mathbb{P}[$ lucky $] \geqslant(k / n) \cdot(q-2 \Delta) / q$
$D$ As long as $q \geqslant 4 \Delta+1$, we have contraction. :)

- We get

$$
\mathrm{t}_{\text {mix }}(\epsilon)=\mathrm{O}\left(\frac{\mathrm{q}}{\mathrm{q}-4 \Delta} \cdot n \log (n / \epsilon)\right)
$$

D Exercise: analyze Glauber this way.
$\bigcirc$ Hamming distance is special.
$D$ Hamming distance is special.
$D$ There is a sparse graph s.t. $\mathrm{d}(\mathrm{x}, \mathrm{y})$ is shortest path from $x$ to $y$.

$x \sim y$ when $x_{i} \neq y_{i}$ for one $i$
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## Path coupling lemma

Suppose for all adjacent $X_{0} \sim X_{0}^{\prime}$ we can couple $\mathrm{X}_{1}, \mathrm{X}_{1}^{\prime}$ s.t.

$$
\mathbb{E}\left[d\left(X_{1}, X_{1}^{\prime}\right)\right] \leqslant(1-c) d\left(X_{0}, X_{0}^{\prime}\right)
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Then $\mathcal{W}\left(v P, v^{\prime} P\right) \leqslant(1-c) \mathcal{W}\left(v, v^{\prime}\right)$.
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Suppose for all adjacent $X_{0} \sim X_{0}^{\prime}$ we can couple $\mathrm{X}_{1}, \mathrm{X}_{1}^{\prime}$ s.t.

$$
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## Proof:

$D$ Take arbitrary $X_{0}, X_{0}^{\prime}$.
D Let shortest path be

$$
X_{0}=v_{0} \rightarrow v_{1} \rightarrow \cdots \rightarrow v_{\mathrm{k}}=X_{0}^{\prime}
$$

$\bigcirc$ By triangle ineq $\mathcal{W}\left(\mathbb{1}_{X_{0}} \mathrm{P}, \mathbb{1}_{X_{0}^{\prime}} \mathrm{P}\right) \leqslant$

$$
\begin{gathered}
\sum_{i} \mathcal{W}\left(\mathbb{1}_{v_{i}} P, \mathbb{1}_{v_{i+1}} P\right) \leqslant \\
(1-c) \sum_{i} d\left(v_{i}, v_{i+1}\right)=(1-c) d\left(X_{0}, X_{0}^{\prime}\right)
\end{gathered}
$$

## Triangle inequality holds because couplings can be stitched together!

## Exercise: there is joint dist with marginals $\pi_{i, i+1}$ !

