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$D$ Attractive exactly when $\lambda<\lambda_{c}(\Delta)$
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$D$ Correlation decay predicts efficient sampling threshold for anti-ferromagnetic 2-spin systems.
D In some ferromagnetic systems, efficient sampling [Jerrum-Sinclair] beyond correlation decay.
$\bigcirc$ In tree recursion $p \mapsto f(p)$, originally proof of convergence involved multiple iterations of $f$. The change of variable trick $\left(\psi \circ f \circ \psi^{-1}\right)$ is due to [Li-Lu-Yin].
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$\bigcirc$ SSM for colorings was open even on trees. [Chen-Liu-Mani-Moitra'23] proved it for $q \geqslant \Delta+3$.
D Corollary: large girth graphs.
$\checkmark$ Open: runtime of deterministic algs seem to be $n^{0(\log \Delta)}$, can we remove bad dependency on $\Delta$ ?
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- [Chen-Liu-Vigoda] showed mixing in $\mathrm{O}_{\Delta}(\mathrm{n} \log n)$.
D Now we know $\mathrm{O}(\mathrm{n} \log n)$
[A-Jain-Koehler-Pham-Vuong, Chen-Eldan, Chen-Feng-Yin-Zhang] :)
- C-spectral independence implies that $n \leftrightarrow \ell$ block dynamics has relaxation time

$$
\binom{n}{c} /\binom{n-\ell \ell}{c}
$$

$D$ Note that $\mathrm{C}=\mathrm{f}(\Delta, \lambda):$
$D$ Observation: if $n-\ell=\Omega_{\Delta, \lambda}(n)$, relaxation time is $\mathrm{O}_{\Delta, \lambda}(1)$ !
$\checkmark$ How to implement?
D If $n-\ell=\delta n$ for sufficiently small $\delta$, cond on $\ell$ random verts, we get islands of size $\simeq \mathrm{O}_{\Delta, \lambda}(\log n)$.
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$\checkmark$ If random $\delta$ fraction of verts are free, probability of a k-sized subgraph being free is

$$
\simeq \delta^{k}
$$

$\bigcirc$ Using union bound, prob of any surviving will be

$$
n \cdot \Delta^{2(k-1)} \cdot \delta^{k}
$$

$\bigcirc$ Set $\delta$ small and $\mathrm{k} \simeq \log \mathrm{n}$. $\cdot ;$
$D$ Since islands are small, we can sample from them much faster, in poly $\log (n)$ time. $;$

- Alternatively, you can use some form of comparison to prove $\widetilde{O}(n)$ relaxation time for Glauber dynamics itself [Chen-Liu-Vigoda]. :)
- Note that spectral independence itself only gives us $\widetilde{\mathrm{O}}\left(\mathrm{n}^{2}\right)$ time algs. We need entropy contraction to get $\widetilde{O}(n)$. This was done for $\Delta=\mathrm{O}(1)$ by [Chen-Liu-Vigoda], and for general $\Delta$ by
[A-Jain-Koehler-Pham-Vuong].
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D So Dobrushin++ implies SI.
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